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Algorithms are being used in both the public and private sector to make 
decisions that have long-term effects on people’s lives: 

Employment (automated hiring) 

Health care and social services 

Housing: lending, tenant screening, public housing waiting lists 

Criminal justice: pretrial, sentencing, parole 

How can we tell whether these algorithms work? 

How can we have an informed democratic discussion about whether and how 
they should be used, and whether we should spend taxpayer $$ on them?

High-Stakes Decisions



What data does the algorithm use 
about a defendant or applicant? 

How does it weight and combine 
these factors? 

Where does this data come from? 
How was it collected and curated? 

How was the algorithm designed 
or trained?

Transparency vs. Black Boxes



How do decisionmakers interpret 
an algorithm’s outputs? 

Do they understand how its 
scores are derived, and what 
kinds of errors it can make? 

What does “high risk” mean:  
How much risk, and risk of what?

Transparency vs. Black Boxes



Algorithms in Criminal Justice



Anne Milgram, former New Jersey Attorney General

Big Data to the Rescue?





Two competing algorithms 
or “risk assessment tools”

COMPAS: Northpointe / equivant 

137-item questionnaire and interview 

Proprietary (secret) formula 

Public Safety Assessment (PSA): Arnold Foundation 

In 40 jurisdictions (and rising) 

Just 9 factors from criminal record 

Simple, publicly known formula



Public Safety 
Assessment (PSA) 
(Arnold Ventures)

Bernalillo County,      
Second Judicial District 

Simple point system, 
publicly known weights 

Past convictions, not arrests  

Doesn’t use juvenile record  

Uses age, but not gender, 
employment, education,     
or environment



Conditions of Release Matrix 
(Bernalillo County until 2023)
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ASSeQdi[ A: DeciViRQ MakiQg FUaPeZRUk 
 
The PSA UecRPPeQdaWiRQ caWegRU\ iV aVVigQed baVed RQ Whe UiVk VcRUeV fRU QeZ cUiPiQaO acWiYiW\ (NCA) 
aQd faiOXUe WR aSSeaU (FTA). TheVe VcRUeV aUe geQeUaWed baVed RQ a VeUieV Rf UiVk facWRUV iQcOXdiQg age, 
cXUUeQW RffeQVe iQfRUPaWiRQ, SUiRU cRQYicWiRQV, SUiRU faiOXUeV WR aSSeaU, aQd SUiRU VeQWeQciQg (Vee TabOe 
A1).  
 

Table Aϭ͘ RiƐk FacƚorƐ and Preƚrial OƵƚcomeƐ 
RiƐk Facƚor FTA NCA NVCA 

ϭ. Age at current arrest   X   
Ϯ. Current violent offense     X 

CƵƌƌenƚ ǀiŽlenƚ ŽffenƐe Θ ϮϬ ǇeaƌƐ Žld Žƌ ǇŽƵngeƌ     X 
ϯ. Pending charge at the time of the offense X X X 
ϰ. Prior misdemeanor conviction   X   
ϱ. Prior felony conviction   X   

PƌiŽƌ cŽnǀicƟŽn ;miƐdemeanŽƌ Žƌ felŽnǇͿ X   X 
ϲ. Prior violent conviction   X X 
ϳ. Prior failure to appear in the past two years X X   
ϴ. Prior failure to appear older than two years X     
ϵ. Prior sentence to incarceration   X   

 
AV Whe NCA aQd FTA VcRUeV iQcUeaVe, Whe UeOeaVe UecRPPeQdaWiRQ caWegRU\ becRPeV PRUe UeVWUicWiYe 
(Vee TabOe A2). TheVe UecRPPeQdaWiRQV aUe SaUW Rf Whe DeciViRQ-MakiQg FUaPeZRUk (DMF) XVed WR 
aVVigQ UecRPPeQded cRQdiWiRQV Rf UeOeaVe. TheVe cRQdiWiRQV iQcOXde: ROR ZiWh QR VXSeUYiViRQ, ROR 
ZiWh VXSeUYiViRQ aW VeYeUaO OeYeOV, RU deWaiQ if cRQVWiWXWiRQaO UeTXiUePeQWV PeW RU UeOeaVe ZiWh Pa[iPXP 
cRQdiWiRQV. The VXSeUYiViRQ OeYeO iV RUdeUed b\ Whe jXdge RU deWeUPiQed b\ PUeWUiaO SXSeUYiViRQ SURgUaP 
VWaff. 
 

Table AϮ͘ DeciƐion Making Frameǁork 
    Neǁ Criminal AcƟǀiƚǇ Scale 

    NCA ϭ NCA Ϯ NCA ϯ NCA ϰ NCA ϱ NCA ϲ 
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FTA ϭ ;AͿ 
ROR ;BͿ ROR         

FTA Ϯ ;CͿ 
ROR ;DͿ ROR ;EͿ RORͲ

PML ϭ ;FͿ RORͲPML ϯ ;GͿ RORͲPML ϰ   

FTA ϯ   
;HͿ RORͲ

PML ϭ 
;IͿ RORͲ
PML Ϯ ;JͿ RORͲPML ϯ ;KͿ RORͲPML ϰ ;LͿ Detain or Max 

Conditions 

FTA ϰ   
;MͿ RORͲ

PML ϭ 
;NͿ RORͲ

PML Ϯ ;OͿ RORͲPML ϯ ;PͿ RORͲPML ϰ ;QͿ Detain or Max 
Conditions 

FTA ϱ   
;RͿ RORͲ

PML Ϯ 
;SͿ RORͲ
PML Ϯ ;TͿ RORͲPML ϯ ;UͿ Detain or Max 

Conditions 
;VͿ Detain or Max 

Conditions 

FTA ϲ       
;WͿ Detain or Max 

Conditions 
;XͿ Detain or Max 

Conditions 
;YͿ Detain or Max 

Conditions 
 
  



What do PSA scores really mean?

How much risk, and risk of what?



e Need for Local Revalidation Studies: 
Each Jurisdiction is Different 
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Audit for Accuracy: 
New Criminal Activity (rearrest) by NCA score
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Audit for Fairness: 
New Criminal Activity by Race
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Audit for Fairness: 
New Criminal Activity by Gender
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What does “New Criminal Activity” really mean?

Most new charges less severe than source charge 
Most are misdemeanors or low-level felonies
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What does “Failure to Appear” really mean?

9%

FTA 1

14%

FTA 2

2%

20%

FTA 3

3%

24%

FTA 4

4%

27%

FTA 5

6%

35%

FTA 6
0

10

20

30

40

FTA rates: number of missed hearings

one hearing
two hearings
three hearings
four hearings

86% of those with FTAs only missed one hearing 
56% only missed preliminary hearing 

Reminders, transportation, jobs, child care: not flight risks



a 6 month randomized controlled trial found that crime 
analysts using PredPol technology in addition to their 
existing tools are twice as effective as experienced 
crime analysts using hotspot mapping alone.

What does “Accuracy” mean anyway?

Mohler et al., Randomized Controlled Field Trials of Predictive Policing
Journal of the American Statistical Association (2015)

Mohler et al.: Randomized Controlled Field Trials of Predictive Policing 1405

Figure 2. Crime is widely distributed in both (a) LAPD Southwest Division and (d) Kent Police Maidstone District. Intense crime hotspots are
more prominent in Maidstone. (b) Control prediction boxes placed by the Southwest Division crime analyst tracked day-to-day point locations
of crime leading to wide dispersion of boxes with numerous intermediate intensity prediction hotspots. (c) Treatment boxes placed by the ETAS
model in Southwest are densely clustered and distinctive from both crime and analyst prediction box distributions. (e) Control prediction boxes
placed by the Maidstone analyst are clustered compared with the Maidstone crime distribution and contrast with the dispersed predictions of
the Southwest Division analyst, reflecting the greater focus on the activity locations of known offenders. (f) ETAS predictions in Maidstone are
even more tightly clustered relative to crime and analyst prediction boxes. Shown in (a) is a random sample of 1000 crime locations in LAPD
Southwest Division and in (d) all 485 recorded events in Maidstone, Kent. Shown in (b)–(c) and (e)–(f) are random samples of approximately
1000 prediction boxes representing ≈15% of control and treatment predictions in Southwest and ≈10.3% of control and treatment predictions
in Maidstone. Maps show kernel density estimates with constant bandwidth across all cases.

one time. Maidstone is 393 km2 in areas and prediction boxes
covered only 0.11% of the total land area at any one time. The
fraction of crime predicted relative to the fraction of land area
under prediction is very large. In Maidstone, for example, 9.8%
of crime is accurately predicted in just 0.11% of the land area,
representing area-standardized predictive accuracy of 85.2.

Table 2. Successfully predicted crimes under deployed conditions

ETAS Analyst

Success Total Rate PAI Success Total Rate PAI Boost P-value

Foothill 22 346 6.4% 16.9 11 347 3.2% 8.4 2.0 0.0244
N. Hollywood 21 611 3.4% 4.9 12 732 1.6% 2.4 2.1 0.0170
Southwest 38 981 3.9% 2.9 21 936 2.2% 1.7 1.7 0.0194
Total 81 1938 4.2% 6.8 44 2015 2.2% 3.5 1.9 0.0002

NOTE: Successful predictions defined as crime occurring strictly within an active 150
× 150 m box. Total crime is all burglary, car theft, and theft from vehicle occurring on
corresponding treatment (ETAS) or control (analyst) days. PAI is the predictive accuracy
index, an area-standardized measure of accuracy. Boost is the increase in predictive accuracy
associated with treatment. P-value corresponds to a one-tailed, two-sample proportions test
for the difference in mean predictive accuracy between treatment and analyst. Predictions
are only calculated on shifts with exactly 20 prediction boxes. This precludes some shifts
in Southwest in which the analyst created fewer than 20 boxes, explaining the discrepancy
between analyst and ETAS total crime numbers in deployed versus nondeployed conditions.

3.2 Crime Analyst Methodology

The goal of this study was to compare a fully automated
statistical algorithm (ETAS) for determining patrol hotspots to
existing best practice in the Los Angeles and Kent police depart-
ments. Rather than attempting to control for analyst methodol-
ogy or documenting analyst methodology through surveys, we
perform a post-experiment analysis of the hotspots selected by
the analysts during the trial. In Table 3, we compare analyst
success rate with hotspot predictions corresponding to N-day
hotspot maps. In Table 4, we compare analyst and hotspot pre-
diction locations by calculating the number of identical hotspots
for each day of the experiment aggregated over the experimental
period. The hotspot maps are determined by ranking grid cells
by the number of crimes occurring in the past N days. The ana-
lyst in Maidstone significantly outperforms 3-day hotspot maps
in predicting crime on a shift-by-shift basis. The success rate of
analysts in Sevenoaks and Southwest Division is statistically in-
distinguishable from 3-day hotspot maps. All three analysts are
statistically indistinguishable from 7-day hotspot maps in pre-
dicting crime. By comparison, ETAS substantially outperforms
both 3-day and 7-day hotspot maps. Consistent with the differ-



Algorithms can help inform high-stakes 
decisions if…

People affected by them (e.g. applicants, defendants) understand 
what data about them is used and how their scores are derived 

Decision makers advised by them (e.g. judges) understand what 
they mean and what mistakes they can make, and also take 
individual information into account 

ey are regularly and independently audited for accuracy and 
fairness, rather than relying on vendor’s claims 

All this requires transparency



Algorithms in Housing



Proxies and Redlining

“disparate treatment” vs. “disparate impact”





Levels of Transparency: 
Historical Data

Jones Black $50k

Smith White $70k

Diaz Latino $55k

Wilson White $35k

Tubman Black $45k

approved

approved

denied

approved

denied

Algorithm

doesn’t establish causality 
no disclosure law (HMDA) for tenant screening



Levels of Transparency:  
Black-Box Testing

Smith White $73k
Baraka Black $73k

Jones White $59k
Herrera Latino $59k

Williams White $61k
Bird Native $61k

Algorithm

 approved
 denied

approved
 denied

approved
denied

violates terms of service: Facebook ads 
hard to create fictional profiles



Levels of Transparency:  
Internal Math/Logic

Smith

   income: $73k

   evictions: 2013

   convictions: none

   credit score: 680

   highest degree: B.A.

Algorithm approved

+30

45

–12

0

+15

+12

trade secrets, intellectual property



Legislative Ask: 
Transparency in Public Sector Algorithms

California SB36: pretrial risk assessment tools must be transparent and 
revalidated every three years 

California AB331 (proposed):  impact statements for “automated decision 
tools” used in “consequential decisions” (including in the private sector) 

Vermont H410, Connecticut SB1103: transparency, impact assessments, 
and testing for bias in algorithms used or procured by the state 

Transparent Automated Governance (TAG) Act (Peters, Braun, Lankford) 
would require government agencies to notify people when AI systems are 
used, and provide an appeals process with human oversight 

Proposal: require transparency and auditability for any algorithm that   
state or local governments use to make or inform life-altering decisions



Questions?


