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• Draws on 26 months of field research in 
Xinjiang and Kazakhstan

• Interviews with 15 former detainees 
• ~50 family members of detainees 

(many of whom fled the region in past 5 
years)

• 15 camp/prison/surveillance workers 
and

• 100,000s of internal police files from 
state contractor Landasoft (“China’s 
Palantir”)

• 1000s of opensource government and 
industry documents
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Xinjiang now 
produces 84% of 
China’s cotton. 
Most is grown in 
irrigated desert 
near Aqsu and 
Kashgar





“The Phone Disaster”
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Actors in the Digital Enclosure

• State security, private industry: 
supported by (1) 60,000 “grid workers” 
(2) ~30,000 regular police  (3) Civil 
Affairs Ministry personnel + 1.1 mil. 
“volunteers”

• Initial goal: break autonomy of the 
Uyghur internet -> predictive policing 
enclosure

• Now 1400 private tech firms 

• Examples: 

– AI-enabled auto transcription, translation, 
assessment of Uyghur speech (iFlytek)

– Auto detection of Uyghur/Kazakh faces in 
surveillance video (HikVision; Yitu; Sensetime; 
Dahua; Cloudwalk)



In the spring of 2017 the state workers began to rank 
Uyghurs and other Turkic Muslims using categories of 
extremism or “pre-criminal” behavior. 

1. Between Ages of 15 and 55 

2. Ethnic Uyghur 
3. Unemployed 
4. Possesses Passport 
5. Prays Daily 
6. Possesses Religious Knowledge
7. Visited one of 26 Banned Countries
8. Belated Return to China 
9. Has Association with Foreign Country
10. Children Who Are Homeschooled



Data assessment tool from Shenzhen Xianchuang Digital Technology Co., Ltd. This device, 
along with similar devices that used digital forensics software that companies like Meiya Pico 
adapted from Israeli Cellebrite systems, is widely used in the Uyghur and Kazakh regions by 
policing contractors. 



Selected Signs of Turkic Muslim 
Extremist Thoughts (from official list of 75)

• Abstaining from alcohol

• Abstaining from cigarettes

• Telling others to maintain halal standards

• Telling others not to swear

• Inviting more than 5 people to your house without registering with the police department

• Wearing a hijab (if you are under 55)

• Having a beard while under the age of 55

• Going to a mosque regularly

• Praying at home or in prayer rooms

• Fasting

• Eating breakfast before the sun comes up during Ramadan

• Listening to unauthorized religious teachings

• Being a member of a religious study group on WeChat

• Studying Arabic or Turkish

• Having “illegal” children

• Having a VPN

• Having WhatsApp, Facebook or Twitter

• Watching TV shows featuring Muslims

• Having any materials (clothing, posters, books, digital files) with Arabic lettering 

• Wearing any clothes with religious iconography

• Not attending mandatory political ideology classes

• Not attending mandatory flag raising ceremonies

• Not publicly grieving at funerals



Over 300 camps documented. As many as 1.5 million held. 



System of “Smart” Camps 

• “Zero blank spots”

• Motion/face recognition cameras

• Distance learning

• Fortified classrooms

• Non-lethal weapons

• Severe overcrowding/lack of 
hygiene

• Use of shackles and blindfolds

• Lack of healthcare

• Sexual violence





Factory-like 
area



Image of Uyghur detainee factory workers in an “industrial park” near Kashgar in 2018, China News Network.





Gulzira Auelkhan: “guilty” of watching Turkish TV and travel to Kazakhstan



Coerced minority laborers at a new Jiangsu-funded industrial park in Ghulja.



General Manager Wang Xinghua of the Hebei-based parent company Luye Shuozi Island Trading Company. Cut monthly salary 
of interned workers to 300 yuan ($50) and $.014 per pair of gloves. Generated more than $6 million in sales in 2018.



Gulzira (now in KZ) told me there were checkpoints at 
the entrance of the walled off dormitory and factory 
where her ID and face were scanned. She said: “We 
would have our bodies and phones checked when we 
arrived, and in the middle of the day. When we were 
leaving for the dormitory at the end of the day they would 
check again, because they were worried we might take a 
[sewing] needle. After we got to know [the police 
contractors] we asked them, “why are you still here 
watching us? They just laughed, never replied.” The 
answer to this question was that the security workers 
were monitoring whether or not they were acting like 
submissive “reeducated” industrial workers. 
Another former “reeducated” worker named Erbakyt told 
me, “We just had to smile and say yes, yes. We were 
like pets.”



Promotional image of a Ürümchi checkpoint 
Safeway System, Shenzhen Tianhe Times Electronic Equipment Co., Ltd.
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AI Growth Industry

• Over $100 Billion invested in 
infrastructure in Xinjiang alone

• $150 Billion investment in AI 
research by 2030. Most in 
“National Champions”:

– Face++ 

– SenseTime 

– Meiya Pico 

– HikVision

– Dahua

– Huawei

• AI projected to bring $7 trillion to 
China’s GDP by 2030

• Within 2 years of state security 
contracts, Chinese face 
recognition companies build 
commercial applications 

• “Unlimited market potential”
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• New report regarding the purchase and/or use of Dahua and Hikvision 
city-level surveillance systems in Mexican border cities in the states of 
Chihuahua, Coahuila, Baja California, and Nuevo León 



Implications
• Public-private tech builds matrix of assessment, 

removal, control
• Public-private manufacturers uses matrix to hold 

targeted populations in place
• Produces a class of unfree workers in a 

“reeducation labor regime”
• For now, system requires an army of coerced 

“gridworkers,” checkpoints, camps

• Behind & in Front of Xinjiang Stands Seattle
– Megvii + Microsoft Research Asia + University of 

Washington













Authoritarian Lock-in

• Predictive policing is the practice of using artificial intelligence to indicate propensity 
toward individuals and groups to commit crimes. 

• The most common objections to predictive technologies involve the claim that they 
are technologically disguised racial profiling and coercive toward workers.

• Xinjiang presents a limit case of these objections. 

• The authoritarian lock-in objection: that predictive technologies are used by 
authoritarian regimes to eliminate morally legitimate activities that threaten their 
exercise of power. 

• Authoritarian lock-in requires not only predictive policing technologies it also 
requires antidemocractic laws. 



Authoritarian Lock-in

• However the intentional malicious use of 
surveillance technologies is not significantly 
different from their misuse by democratic 
governments. 

• Many studies have shown that use of these 
technologies place unjustified burdens on the 
freedom of racialized minority citizen and 
non-citizen communities

• Producing what Sarah Brayne calls “system 
avoidance” in her study of LAPD use of such tools.

• Evaluating the harms caused by these 
technologies requires asking, who do they 
benefit? 


